Detection and Assessment of Decay in Wooden Utility Poles Using an Acoustic Approach
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Abstract- A plane strain, two-dimensional, finite-difference time domain model is used to simulate wave propagation through wooden utility poles cross-sections. Simulation results are then used to develop metrics capable of detecting and assessing the level of internal decay. Computer tomography scans of utility pole cross-sections are used to create simulations that accurately reflect the pole’s both in terms of wood density and geometry. The dependence of both the wave velocity and attenuation upon frequency and mass loss is included in the model. After model validation using analytical and experimental data, the developed metrics are then used to estimate the defect size and location within cross-sections of three different utility poles. Results indicate that detected regions of decay are within 2\% of the wooden poles cross-sectional area.
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I. INTRODUCTION

Wood is created by nature with solar energy. All over the world there exists about $4 \times 10^9$ ha of forest, which represents about $384 \times 10^9$ m$^3$ of renewable biomass, out of which $0.4 \times 10^9$ m$^3$ saw wood is produced \cite{1}. The use of wood as a construction material and the integration of wood residues into energy systems is an efficient way to reduce both greenhouse emissions and fossil fuel use. Continuous planting also increases wood carbon storage \cite{2}. The low energy production costs makes wood and wood products, including wooden utility poles, competitive when compared with other construction materials such as steel and reinforced concrete \cite{3, 4}. According to the Brazilian Association of Wood Preservation (ABPM) \cite{4}, a growing tree consumes between 18 kg and 35 kg of CO$_2$ per year. The production of 1 ton of dry wood sequesters 1.8 tonne of CO$_2$ and releases 1.2 tonne of O$_2$. In 12 years of growth a eucalyptus tree that produces 10 m of roundwood consumes 216 to 420 kg of CO$_2$; its mass reaches 250 kg; and it contributes to the sequestering of 450 kg of CO$_2$ and the releasing of 300 kg of O$_2$. Furthermore, according to the Brazilian Association of Wood Preservation (ABPM) \cite{4}, wood and wood products, including wooden utility poles, are very energy efficient. Table I shows a comparative consumption of energy to produce one tonne of several construction materials. Clearly, the ubiquity of wood and wood products is justified.

<table>
<thead>
<tr>
<th>To produce one tonne of:</th>
<th>Exhausts (kg EC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td>4,200</td>
</tr>
<tr>
<td>Plastic</td>
<td>1,800</td>
</tr>
<tr>
<td>Steel</td>
<td>1,000</td>
</tr>
<tr>
<td>Cement</td>
<td>260</td>
</tr>
<tr>
<td>Simple concrete</td>
<td>26</td>
</tr>
<tr>
<td>Wood</td>
<td>0.8</td>
</tr>
</tbody>
</table>

kg EC—Equivalent kg of coal

The two major forms of biodeterioration of wood and wood products are decay and insect attack. While many wood structures are routinely inspected for insect attack, such as termite inspection in real estate transactions, inspection for internal wood decay in wooden members is rarely performed mainly because of the lack of an effective testing method. The process of decay varies with species, but follows a sequential process of incipient, intermediate, and advanced decay. Incipient decay normally occurs with little visible change of the wood, although the dynamic strength properties can be greatly reduced. The other extreme, i.e., advanced decay, is characterized by wood with no intrinsic strength.

The economic impact of wood decay is significant. In a survey of 261 utilities across the United States that owned over 42 million poles, utilities reported purchasing approximately 252,000 poles of various species annually. This figure represented all purchases including upgrades, damage in accidents and failure from deterioration, representing a 0.6\% annual replacement rate. A similar 2006 survey of utilities in the Pacific Northwest found similar results and further segregated the causes for replacement. Over half of the poles removed from service (i.e., 56\%) were decayed. However, while some of these poles might have had reduced load capacity, they had not deteriorated to the point where their condition necessitated replacement. A recent Electric Power Research Institute study suggested that wooden poles last 50 years. Most utilities assume that their poles provide 30 to 40 years of service life. Others assume that wooden utility poles will last 80 years or more, far in excess of the 30
or 40 years assumed by most utilities; in most utility systems there are many lines installed in the 1950’s where the vast majority of poles still remain in service. Although many utility poles still have a useful life, they are often removed from service on a precautionary basis. The replacement costs per pole depend upon size and location and typically vary from $2,500 for small poles to about $10,000 for larger ones.

II. RESEARCH NEEDS AND CURRENT METHODOLOGY

Clearly, there is a need to develop a nondestructive evaluation method that can reliably detect and assess the level of decay in wooden utility poles. The method should lead to a portable device capable of being used in the field. Beyond the direct cost savings provided by the use of a reliable nondestructive evaluation technique, the reduction of risk to line workers is an even greater benefit. A good literature review on methods to detect and assess wood decay can be found in Senalik et al [5], Beall et al [6], and Titta et al [7].

Several acoustic tomography (CT) studies of trees and wood poles [8-17] have been conducted. These studies have demonstrated the feasibility of using acoustic inspection as a means of locating and evaluating internal decay. However, the approaches described are infeasible for field use because (1) the equipment is expensive, (2) the methodology is computationally intensive, and (3) over one hundred measurements were required to evaluate a single cross section. The pole assessment method presented here only uses four measurements and light computational requirements, which can lead to a portable instrument. These advantages greatly increase the potential for the method to be adopted for field use.

In this analysis, only four independent surface acceleration measurements were used to determine the size and general location of a decayed region within a pole cross-section. Impact wave propagation through wooden utility poles was simulated using a two-dimensional, plane-strain, finite-difference time domain (FDTD) model. The simulation results were validated using results from a simplified theoretical model and from experimental tests performed upon utility pole specimens. The validated model was used to simulate wave motion through several pole cross-sections with internal decay regions varying in diameter from zero (a pole free of defect) to half the radius of the utility pole. Simulation outputs were used to identify several metrics, i.e., rules-of-thumb, which correlated the size of the internal defect with signal characteristics. The developed metrics in identifying and assessing internal decay were then validated using experimental data collected from utility pole specimens retired from the field. These rules-of-thumb have the potential to lead to the development of a portable, easy-to-use instrument, that an operator can be used in the field to detect and assess levels of decay in wooden utility poles.

III. X-RAY COMPUTER TOMOGRAPHY OF WOODEN POLES AND MASS-LOSS FROM WOOD DECAY

Three 1.5 m long sections of Douglas-Fir poles with a cross-section diameter of approximately 380 mm were salvaged from the field. X-ray tomographic inspection was carried out every 25 mm along the length of each 1.5 m long wooden pole. This permitted characterization of the pole cross-sections and showed where the poles had decay. It also permitted an estimation of wood density at each point in a pole cross-section using the same approach described by Senalik et al [5]. Several cross-sections had areas of lower wood density, corresponding to decayed areas. Fig. 1 shows three X-ray tomographical cross-sectional views of three different poles, where the decayed regions are hatched to increase visibility. Fig. 2 shows the wood density of the cross-section of pole 966, which was computed from the X-ray computer tomography as described by Senalik et al [5]. The variation in wood density provided by the CT density images was used in the numerical simulation model presented in this paper.

![Fig. 1 Computer tomography cross-sections of three Douglas Fir poles labeled: (a) Pole 966, (b) Pole 491, and (c) Pole 477. The decayed regions are hatched to increase visibility, and white squares indicate positions of the transducers during experimental testing. Note checks around the poles and the bright area at the center of pole 996 as the location where a branch sprouted of the tree.](image-url)
Fig. 2 Wood density values extracted from the computer tomography view of pole 966 showing a region of decay (see Fig. 1)

Following ASTM standard D1413-99, the authors recently studied the change in energy velocity and attenuation values of acoustic waves along the material principal directions in laboratory-prepared wood samples with increased amounts of decay, i.e., mass loss [18-20]. The velocity and attenuation values of the two (polarized) shear waves along each of the material principal directions were also measured. The authors have shown that wood decay leads to a continuous variation, i.e., gradation, of material properties from sound to decayed wood and not to the creation of an acoustic reflective surface separating sound wood from decayed wood. This lack of a reflective surface caused by wood decay explains some of the difficulties encountered in detecting and assessing decay using traditional ultrasonics. Note the high natural variability of wood (i.e., dependence upon moisture content, different growth ring thickness and orientation, presence of knots, splits etc.), which can mask the presence of decay. The authors [18-20] show the mass loss as a function of time exposed to decay (to 12 weeks), and the velocities and corresponding attenuations along the three material principal axes as a function of levels of decay and frequency. Data is provided for frequencies ranging from 4.5 to 200 kHz and decay exposure ranging from no decay to 40% mass loss.

IV. NUMERICAL SIMULATION OF THE WAVE FIELD EVOLUTION IN A POLE CROSS-SECTION FROM IMPACT

The structure of wood has many aspects making analytical modeling difficult. Sound wood is anisotropic, heterogeneous, has high attenuation, and it is fibrous, porous, and hygroscopic. These characteristics complicate attempts to model wave motion through wood. The work of Ting [21, 22] provided rigorous analysis of the behavior of anisotropic solids. Martin [23] provided additional analysis regarding anisotropic solids in cylindrical coordinates. Building upon the works of Ting and Martin, Payton [24] wrote a computationally series of publications in which he derived the equation of motion for a unit impulse in a semi-infinite, two-dimensional, anisotropic solid in cylindrical coordinates. While Payton’s analytic solution provides great insight into wave motion, it is limited in its applicability in wood analysis as it does not allow for: (a) material attenuation, (2) inclusion of local defects such as checks and voids, and (3) changes to material properties based upon the location within the solid. The scope of Payton’s work, however, does provide a means of validation for any potential wood simulation models, including this one.

Yee’s staggered grid [25, 26] provides the basis of the numerical simulation model. In the model, the following two distinct locations are addressed: the center point and the impact location, i.e., source. The calculation of the center point displacement involves finding the mean displacement of the surrounding medium. The source is modeled as a Gaussian impulse and implemented through the use of a transparent source as described by Schneider [27]. There are also three regions that need to be addressed. Following Gsell [28] and Schubert [29], the wood is assumed to be both elastic and anisotropic. Adjacent to the wood is a region of air. Between the region of air and the outer extents of the model there is a reflectionless boundary. The reflectionless boundary is implemented through the use of perfectly matched layer (PML) as described by Berenger [30] with refinements provided by Liu [30, 32] Chew [33], Chen [33], and Gedney [35]. Chew adapted the techniques for elastodynamic equations in an inhomogeneous medium [33], and Liu extended Chew’s work for acoustic waves in Cartesian, cylindrical, and spherical coordinates [36, 37].

Plain strain conditions ($\varepsilon_z = \varepsilon_{\rho\theta} = \varepsilon_{\phi} = 0$) are assumed; therefore the stiffness matrix is condensed to the following form where its terms are constructed from nominal elastic modulus values. Elastic modulus values for several species of wood are available from references [3, 38, 39].

\[
\begin{bmatrix}
\sigma_r \\
\sigma_\theta \\
\tau_{r\theta}
\end{bmatrix}
= 
\begin{bmatrix}
C_{rr} & C_{r\theta} & 0 \\
C_{r\theta} & C_{\theta\theta} & 0 \\
\text{Sym} & 2G_{r\theta} & 0
\end{bmatrix}
\begin{bmatrix}
\varepsilon_r \\
\varepsilon_\theta \\
\varepsilon_{r\theta}
\end{bmatrix}
\]

(1)

Assuming plain strain conditions, the equilibrium equations written in terms of displacements are as follows, see Equations 2, which are numerically integrated using a finite difference scheme:
McGovern related the velocity and material attenuation to frequency and mass loss, i.e., density, from decay \[19, 20\]. The density is determined from the CT scans. The stiffness values used in the FDTD model equations are derived from the velocity values. The stiffness matrix is made up of four unique values: the radial stiffness, \( C_{rr} \), the tangential stiffness, \( C_{\theta\theta} \), the shear modulus, \( G_{\theta} \), and the radial/tangential coupling stiffness, \( C_{r\theta} \). Three of these terms, \( C_{rr} \), \( C_{\theta\theta} \), and \( G_{\theta} \), are determined directly from the density and values for the radial dilatational, tangential dilatational, and shear velocities as shown in the radial/tangential coupling term is calculated using the radial stiffness term and the Poisson’s ratio for Douglas-fir \[3\].

\[
\rho \frac{\partial^2 u_r}{\partial t^2} = C_{rr} \frac{\partial u_r}{\partial r} + \frac{C_{\theta r}}{r} \frac{\partial u_r}{\partial \theta} - \frac{C_{rr}}{r^2} \frac{\partial u_r}{\partial r} - \left( \frac{G_{\theta r}}{r} + C_{\theta r} \right) \frac{\partial^2 u_r}{\partial \theta^2}
\]

\[
\rho \frac{\partial^2 u_\theta}{\partial t^2} = \frac{C_{\theta r}}{r^2} \frac{\partial^2 u_r}{\partial \theta^2} + \frac{C_{\theta \theta}}{r^2} \frac{\partial^2 u_\theta}{\partial \theta^2} + \frac{G_{\theta r}}{r} \frac{\partial u_r}{\partial r} + \left( \frac{G_{\theta \theta}}{r} + C_{\theta r} \right) \frac{\partial u_\theta}{\partial r} - \frac{G_{\theta \theta}}{r^2} \frac{\partial u_\theta}{\partial r}
\]

Where:
- \( \rho^{k,j} \) -- density of sound wood at location, \( k = r, \theta \).
- \( C^{k,j}_{ij} \) -- stiffness matrix value in Pascals
- \( G^{k,j}_{ij} \) -- shear modulus in Pascals at a location, \( k = r, \theta \).
- \( c_r \) -- radial wave velocity
- \( c_\theta \) -- tangential wave velocity
- \( c_\theta \) -- shear wave velocity
- \( \mu_{\theta} \) -- Poisson’s ratio for Douglas-fir relating radial and tangential strains. It has a value of 0.382 \[3\].

The simulated cross-section is surrounded with a layer of air and the edge of the simulation space is surrounded by a perfectly matched layer PML \[30\] (see Fig. 3).

**A. Time Step and Grid for the Finite Difference Time Domain Model**

Chen \[34\] gives an empirically strict time step criterion for cylindrical coordinates that insures stability. Following Chen, the time step is given by Equation 4, where the radial velocity, \( c_r \), is chosen because it is the maximum wave velocity.

\[
\Delta t \leq \frac{\Delta r \Delta \theta}{c_r \sqrt{1 + \left( \Delta \theta \right)^2}}
\]

Fig. 4 shows the coordinate system, grid layout, and nomenclature used in the model. The points at the intersections of the gridlines shown in Fig. 4 represent locations where displacements are calculated. Choosing node spacing is a balancing act between accuracy of the simulation and minimizing calculation time. One of the goals of the simulation was to allow density information obtained from CT scan images to be used. The CT scan images have square pixels, where each pixel has a scaled edge length of 0.97 mm. The maximum distance between nodes is chosen such that it does not exceed the edge length of a pixel. The radial distance, \( \Delta r \), is set equal to the edge length of a pixel. However, because the circumferential distance increases with the radius, when the circumferential distance between nodes exceeds the edge length of a pixel, a new nodal region is created (Fig. 4). The grid enhancement scheme was based upon the sub-gridding method demonstrated by Zivanovic \[26\] and was chosen as it is numerically stable and does not entail additional numerical error. The newly created region has an
angle between the nodes equal to one half the angle of the previous region. The half angle causes the tangential distance
between nodes to be halved and doubles the number of tangential nodes. The minimum distance between nodes for each region
other than the first region (which surrounds the center point) is $\frac{1}{2} \Delta r$.

Where:
- $N_r$ -- is the total integer number of radial divisions.
- $N_\theta$ -- is the total integer number of circumferential divisions.
- Note $r_0$ represents the center point
- $\theta_i$ -- is the circumferential coordinate.
- $\Delta r$ -- is the radial spacing in meters between adjacent grid points.
- $\Delta \theta$ -- is the circumferential angle in units of radians.

**B. Material Attenuation**

Following Chew [33] material attenuation is applied to the system by use of coordinate stretching into an imaginary
dimension. At each time step the displacements are solved using the finite difference scheme, and the results modified to include
the attenuation resulting from stretched coordinates as shown in Equation 5, where $\alpha$ is the material attenuation [19, 20].

$$u_{n+1}^{\eta} \approx -u_n^{\eta} e^{-2\alpha \Delta t}$$

In Equation 5, the attenuation coefficients were experimentally determined [19, 20]. They are dependent on mass loss from
decay and frequency. The authors [19, 20] provide polynomials from which velocity and attenuation values can be easily
calculated as a function of mass loss (up to 40%) and for a frequency range of 4.5 to 200 kHz.

**V. MODEL VALIDATION**

To validate the results of the proposed FDTD model, a comparison was made between the wavefront behavior as predicted
by the FDTD simulation and the analytic model of a wavefront traveling through a cylindrically orthotropic medium developed
by Patyon [24]. Furthermore, the numerical results were also compared with those obtained from testing real wooden utility
poles in the laboratory.

**A. Model Validation Using the Payton’s Theoretical Results**

In Payton’s model plane strain is assumed and a unit impulse is assumed as the system input. For the FDTD model, an ideal
defect-free circular cross-section was subjected to a narrow Gaussian pulse of six microseconds. The narrow Gaussian pulse
was chosen as the input rather than a unit impulse as it produced distinct dilatational and shear waves without causing
significant noise.

Furthermore, the poles are assumed to be Douglas-fir with a circular cross-section diameter of 380 mm, and individual ring
thickness of 6 mm (3 mm earlywood, 3 mm latewood). These dimensions were selected as they are approximately the same as
the corresponding dimensions of the physical specimens obtained for the experimental testing.

Table II shows the behavior of the predicted wavefronts. Table II is broken into two sections: dilatational and shear waves.
Each section is broken into four columns: “Time”, “Simulation”, “Analytical”, and “Overlay”. The times are given in microseconds after the unit impulse for the analytical model and in microseconds after the peak of the Gaussian impulse for the
simulation. The “Simulation” column contains the simulated results shown in grayscale where white indicates peaks and black indicates troughs. The “Analytical” column contains the analytical model results as a black and white line. The “Overlay” column contains both wavefront predictions overlayed. There is excellent agreement between the model numerical simulation results and the results obtained via Payton’s analytical model. Table II indicates excellent agreement between current model numerical results and Payton’s analytical results.

<table>
<thead>
<tr>
<th>Dilatational Waves</th>
<th>Time (µs)</th>
<th>Simulation</th>
<th>Analytical</th>
<th>Overlay</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>43</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>116</td>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>129</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
<td><img src="image9" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>172</td>
<td><img src="image10" alt="Image" /></td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Shear Waves</th>
<th>Time (µs)</th>
<th>Simulation</th>
<th>Analytical</th>
<th>Overlay</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>172</td>
<td><img src="image13" alt="Image" /></td>
<td><img src="image14" alt="Image" /></td>
<td><img src="image15" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>215</td>
<td><img src="image16" alt="Image" /></td>
<td><img src="image17" alt="Image" /></td>
<td><img src="image18" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>259</td>
<td><img src="image19" alt="Image" /></td>
<td><img src="image20" alt="Image" /></td>
<td><img src="image21" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>345</td>
<td><img src="image22" alt="Image" /></td>
<td><img src="image23" alt="Image" /></td>
<td><img src="image24" alt="Image" /></td>
</tr>
</tbody>
</table>

B. Model Validation Using Experimental Testing of a Wooden Pole Cross-Section in the Laboratory

A simulation was then carried out using the utility pole cross-section shown in Fig.1 (pole 966), extracted from the CT images. This cross-section was also tested experimentally, and Fig. 5 shows a schematic diagram of the experimental data acquisition system. The input impact location for all tests was at the 0° location. A steel, cylindrical impact plate of 13 mm diameter and 6 mm thick was affixed at the 0° location using heavy vacuum grease to prevent the input impact from marring the pole surface. The input impact was caused by a 0.50 g, 6 mm lead pellet fired from an air gun. The air gun was positioned 150 mm from the impact plate. The air gun provided a consistent and repeatable input pulse. At each of the four monitored
locations, the magnitude of signals was recorded using accelerometers with a resonant frequency of 120 kHz. Heavy vacuum grease was used as couplant.

![Diagram of data acquisition system](image)

**Fig. 5** Schematic diagram of wooden pole data acquisition system. The system excitation is an air gun shooting lead pellets. Data is recorded by accelerometers at 0°, 90°, 180°, and 270°.

The accelerometer affixed adjacent to the impact plate is referred to as the source accelerometer. The space between the impact plate and the source accelerometer never exceeded 3 mm. The three remaining accelerometers, i.e., receiving accelerometers, were affixed at the following three locations: 90°, 180°, and 270° as shown in Fig. 5. Data was monitored continuously from both the source and receiving accelerometers; however, data collection began only after the voltage from source accelerometer surpassed a defined threshold of 19 mV. During each test, each accelerometer collected 4096 data points at a sampling rate of 500 kHz. Five independent tests were conducted, and the five signals were averaged to obtain a representative experimental signal at each location.

The output signals collected from the utility pole experimental tests and the signals obtained from simulations are presented in Fig. 6 for comparison. In the frequency domain, the excited bandwidths of the two groups conformed for 82% or more of the expected range. The peaks in the frequency domain of the simulation results were approximately two kilohertz lower than those observed in the pole tests. This discrepancy is mainly from differences between the nominal wave velocities assumed in the simulation space and the actual wave velocity values in the wooden test pole. For the 90° location, the magnitude of simulated signal is 250% higher than that of the pole test. This discrepancy is caused by the presence of a large region of compression wood around the 90° location in the utility pole cross-section.

![Experimental and Simulated Acceleration and Magnitude](image)

**Fig. 6** Experimentally recorded time domain and corresponding frequency domain records from pellet impact compared to the corresponding simulation responses at 0°, 90°, 180°, and 270° locations, respectively.
The presence of compression wood is not included in the simulation model. Compression wood has several distinctive characteristics including greater density and lower wave velocity than normal wood [8, 17, 40, 41]. Wielandt [41] described a phenomenon in which ray paths of transverse waves through a cross-section avoid regions in which the wave velocities are lower. Several other researchers have encountered the same phenomenon [42-45]. Wave energy that would normally travel toward the 90° location was redirected towards other regions of the cross-section. Based upon the size of the compression wood region, and the percentage decrease in signal magnitude from the simulated signal, it would be expected that the rest of the cross-section would see an increase in signal magnitude of approximately 33%. The magnitude of the pole test signals recorded at 180° and 270° was higher than that of the simulated signals by 24 and 36%, respectively.

Clearly, the presence of a large region of compression wood explains the observed differences between the experimentally obtained results and the simulation results. Therefore, the FDTD model is considered validated. A more detailed explanation of the validation study is provided by Senalik [44].

VI. METRICS AS RULES-OF-THUMB

Using the validated model, a series of simulations were carried out with the goal of developing metrics, i.e., rules-of-thumb, useful in determining the presence of internal decay. The annual rings were assumed to be 3 mm wide. The ratio of the density of earlywood to latewood was assumed to be 0.318:1, to be representative of the ratios seen in the CT scans of the utility poles. The simulation input was modeled from an impact of a lead pellet onto a cylindrical, steel impact plate with 13 mm diameter and 6 mm thickness. The simulated cross-sections had defects, i.e., areas of decayed wood at their centers. The defect diameters were varied in proportion to the pole radii with fractional values of: 0.000 (control, free of defects), 0.133, 0.267, 0.400, 0.533, 0.667, 0.800, and 0.933. For a 380 mm pole, the fractional values correspond to a center defect diameters ranging from 25 to 175 mm in 25 mm increments. To more closely model the type of defects seen in the utility pole cross-sections, the simulated defect was assumed to be a void surrounded by 25 mm of decay using a sawtooth boundary (see Fig. 7). A continuous variation of material properties from sound to decayed wood was made by assuming the properties of decayed wood to follow a half cosine law (see Fig. 7).

![Fig. 7 Plane view of decayed region showing transition from sound to decayed wood with sawtooth boundary, i. sound wood, ii. Transition region is functionally graded according to a half cosine from sound wood at 100% mass to severely decayed wood at 70% mass loss, iii. decayed region comprised of severely decayed wood (70% mass loss) or a void.](image)

Acceleration signals were obtained from each simulation at each of the four fixed locations around the circumference of the poles. The first was next to the source and is referred to as the 0° location. The other three locations were +90°, 180°, and -90° (270°).

In previous studies by Tiitta [45, 46] and Beall [47], it was noted that no single metric reliably detects the presence of decay in every pole cross-section; thus, three metrics were developed using the simulated data. These metrics were then validated against experimental data from utility pole cross-sections. The three metrics described here were chosen from their robustness in accurately estimating defect size across a variety of cross-sectional geometries. To normalize the metrics each of the three metrics is defined as the ratio of values obtained at the 180° location to the corresponding values obtained either at the 90° or at 270° location. The three metrics are: wave area (WA), time centroid (TC), and time-of-flight (ToF) as discussed below. For additional discussion of these three metrics, the reader refer to [44].

A. Wave Area Metric

Wave area metric (WA) is the ratio of the rectified areas of the radially traveling dilatational wave to the tangentially traveling dilatational wave, respectively. To minimize the dependence of this metric upon the interference phenomena between the radially and the tangentially traveling waves, the WA is based upon points taken early within the recorded signals.

![Fig. 8 shows the shape of the radially and tangentially dilatational wavefronts traveling across a cylindrically orthotropic solid cross-section, i.e., idealised pole cross-section, as predicted by Payton’s [24] analytical model.](image)
Fig. 8 Wavefront traveling through a wooden pole at differing times with a source at 0°, a. prior to input, b. after input, c. wavefront arrives at the center of the pole, d. wavefront crossing the center of the pole excites a radial wave in all directions, e. the wavefront traveling in the tangential direction reaches the receiver locations at 90° and 270°, f. the radial wavefront reaches the 180° location and arrives prior to the tangentially traveling wavefront.

The earliest arriving portions of the acceleration signals recorded at the 90° and 180° locations are shown in Fig. 9. By examining a portion of the 90° location acceleration signal between the time of the source input at time $t = 0$ and the arrival of the radial wave at time $t = \tau_{180}$, the tangential wave, arriving at time $t = \tau_{90}$, can be examined without influence from the radial wave. Fig. 9c shows the time partition used to isolate the tangential wave within the 90° location acceleration signal. The time partition used is $t = 0$ to $0.95\tau_{180}$. The tangential wave continues to travel circumferentially around the cross-section and arrives at the 180° location at time $t = 2\tau_{90}$. By examining a portion of the 180° location acceleration signal between time $t = 0$ and the arrival of the tangential wave, $t = 2\tau_{90}$, the radial wave can be examined without influence from tangential wave. Fig. 9d shows the time partition used to isolate the radial wave within the 180° location acceleration signal. The time partition used is $t = 0$ to $1.9\tau_{90}$.

Fig. 9 Time partitions for the radial and tangential waves. a. The tangential wave arrives at the 90° location at time $t = \tau_{90}$. b. The radial wave arrives at the 180° location at time $t = \tau_{180}$. c. The time partition used to examine the arriving tangential wave at the 90° location is $t = 0$ to $t = 0.95\tau_{180}$. d. The time partition used to examine the arriving radial wave at the 180° location is $t = 0$ to $t = 1.9\tau_{90}$.

The earliest arriving portions of the acceleration signals recorded at the 90° and 180° locations are shown in Fig. 9. By examining a portion of the 90° location acceleration signal between the time of the source input at time $t = 0$ and the arrival of the radial wave at time $t = \tau_{180}$, the tangential wave, arriving at time $t = \tau_{90}$, can be examined without influence from the radial wave. Fig. 9c shows the time partition used to isolate the tangential wave within the 90° location acceleration signal. The time partition used is $t = 0$ to $0.95\tau_{180}$. The tangential wave continues to travel circumferentially around the cross-section and arrives at the 180° location at time $t = 2\tau_{90}$. By examining a portion of the 180° location acceleration signal between time $t = 0$ and the arrival of the tangential wave, $t = 2\tau_{90}$, the radial wave can be examined without influence from tangential wave. Fig. 9d shows the time partition used to isolate the radial wave within the 180° location acceleration signal. The time partition used is $t = 0$ to $1.9\tau_{90}$.

The area under the rectified, time partitioned, acceleration signals was calculated and normalized by the root mean square of the time partition. The area of 180° location signal is normalized by the area of the 90° location signal. This ratio gives an indication of the relative rate of displacement between the 180° and the 90° locations. The time partitioned regions shown in Fig. 9c and 9d show the areas examined. The wave area metric (WA) is expressed by Equation 6.

$$WA = \frac{\sum_{t=0}^{t=1.9\tau_{90}} |A_{180}(t)|}{\sum_{t=0}^{t=1.9\tau_{90}} |A_{90}(t)|}$$

(6)

Where:

- WA -- wave area metric of the time partition
RMS-- root mean square
A-- acceleration amplitude

Fig. 10 shows the diameter of the center defect, expressed as a fraction of the pole radius (d/R), vs simulated values of the wave area metric (WA) for eight values of (d/R). The value of WA decreases as the diameter of the defect increases. The rate of change of the WA was higher for smaller defects than larger defects, indicating that this metric may be effective in identifying small internal defects. The trend of simulated values shown in Fig. 10 was fitted to a third order polynomial (see Polynomial in Table III).

![Fig. 10 Defect size estimated from wave area metric defined by Equation 22 and is plotted against the defect diameter, d, expressed as a fraction of the pole radius, R. Trend line fitted to simulation data (see Table III).](image)

**TABLE III COEFFICIENTS OF FITTED POLYNOMIAL RELATING METRICS TO DEFECT SIZE**

<table>
<thead>
<tr>
<th>Metric</th>
<th>a3</th>
<th>a2</th>
<th>a1</th>
<th>a0</th>
<th>r²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wave Area</td>
<td>-0.0959</td>
<td>0.7666</td>
<td>-2.2205</td>
<td>2.3580</td>
<td>0.9982</td>
</tr>
<tr>
<td>Time Centroid</td>
<td>-9.2417</td>
<td>172.634</td>
<td>-12.9509</td>
<td>34871</td>
<td>0.9982</td>
</tr>
<tr>
<td>Time of Flight</td>
<td>-3.4122</td>
<td>14.4954</td>
<td>-185289</td>
<td>7.4246</td>
<td>0.9996</td>
</tr>
</tbody>
</table>

\[
d/R = a_3x^3 + a_2x^2 + a_1x + a_0
\]

B. Time Centroid Metric

The time centroid metric (TC) is the percentage difference between the area time centroid and the energy time centroid. This metric is based upon a large number of points taken from the recorded signals and is sensitive to interference phenomena.

There are two different time centroids examined in this section, the area time centroid, \( T_A \), and the energy time centroid, \( T_E \). The defect size is estimated through the use of fractional differences of time centroids. The area time centroid represents the time at which most of the signal content has arrived at the receiver. The area moment is the first moment of the rectified acceleration signal with respect to time divided by the zeroth moment with respect to time. The energy time centroid is the first moment of the square of the acceleration signal with respect to time divided by the zeroth moment with respect to time. The energy time centroid represents the time at which most of the signal energy has arrived at the receiver. It is similar to the area time centroid, but gives greater emphasis to large peaks within the signal. The area and energy time centroids are given by Equation 7.

\[
T_A = \frac{\sum_{i=1}^{N} |A_i| t_i}{\sum_{i=1}^{N} |A_i|}
\]

\[
T_E = \frac{\sum_{i=1}^{N} A_i^2 t_i}{\sum_{i=1}^{N} A_i^2}
\]

Where:
- \( T_A \) - area time centroid
- \( T_E \) - energy time centroid
- \( A_i \) -- amplitude of the acceleration signal at time \( t_i \).

The normalized difference between the area time centroid and the energy time centroid are then divided by the area time centroid to reduce the effect of velocity variations between different pieces of wood as shown in Equation 8. The value, \( m \), called “centroid fraction” is the fractional difference between centroids. The ratio of the 180° to the 90° centroid fractions values is the time centroid metric (TC). Fig. 11 shows the diameter of the center defect expressed as a fraction of the pole radius versus simulated values of the wave area metric (TC) for eight values of (d/R). The trend of simulated values shown in Fig. 11 was fitted to a third order polynomial (Polynomial in Table III).
The time-of-flight (ToF) metric compares the time-of-flight of the radial and tangential dilatational waves. The ToF is defined as the time necessary for the first wavefront to travel from the source to the receiver. This metric is based upon a single value early in the recorded signals and is not affected by interference phenomenon.

ToF is also used to identify the general location defects in the cross-section. The predicted wave motion across a wood pole cross-section permits an observer to make conclusions regarding the location of a defect by comparing the ToF values around the circumference of the utility pole. The ToF of the waves at 90°, 270° and the 180° locations is used to approximate the tangential and radial dilatational wave velocities, respectively. It is assumed that the relationship between velocity, density, and stiffness obeys Equation 3. The ratios of those velocities should approach a nominal ratio that can be obtained from published sources [3]. Note that in idealized cross-sections, by virtue of symmetry, the ToF ratio of 90° to 270° requires no additional calculations since both wavefronts would be traveling at the tangential velocity and traveling the same (assumed) distance.

Assuming a circular cross-section of diameter D, Equation 9 provides the velocity ratio between the tangential and radial velocities, \( R_v \), as a function of the radial and tangential time-of-flight values, \( \tau_r \) and \( \tau_t \), respectively. If the calculation was performed on an actual pole, then the radial travel distance, \( D_r \), and the tangential travel distance, \( D_t \), can be approximated independently of each other. As a result of taking the ratio of the velocities, the metric becomes independent of the pole diameter.

\[ R_v = \frac{v_t}{v_r} = \frac{D_t/\tau_t}{D_r/\tau_r} = \frac{\pi D_t}{4 \tau_t} = \frac{\tau_r \pi}{\tau_t \frac{4}{\pi}} \]  

(9)

Where:
- \( R_v \) -- ratio of tangential velocity to radial velocity
- \( v_t, v_r \) -- tangential and radial velocities, respectively
- \( D_t, D_r \) -- tangential and radial travel distances, respectively
- \( \tau_t, \tau_r \) -- tangential and radial times-of-flight, respectively
- \( D \) -- cross-section diameter

Equation 10 shows the calculation of the nominal velocity ratio based upon published values of the radial and tangential stiffnesses, \( E_r \) and \( E_t \), respectively. Reference [3] provides ratios between the longitudinal stiffness, \( E_l \), and \( E_r \) and \( E_t \).

\[ R_v = \sqrt{\frac{v_r}{v_t}} = \sqrt{\frac{\rho v_r^2}{\rho v_t^2}} = \sqrt{\frac{E_t}{E_r}} = \sqrt{\frac{E_t}{E_r} \frac{E_r}{E_l}} \]  

(10)

Where:
- \( R_v \) -- nominal velocity ratio calculated using nominal values from published sources.
- \( \rho \) -- average cross-sectional density.
- \( E_t, E_r, E_l \) -- tangential, radial, and longitudinal elastic moduli, respectively [3].
Equation (11) is the ratio formed by the radial and tangential times-of-flight normalized by the nominal ratio calculated using published stiffness values [3]. In this form, the value of $R_{ToF}$ approaches the value of 1.0 for a sound wooden pole, i.e., a pole free of decay. The value of $R_{ToF}$ depends only upon different times-of-flight and is referred to as the time-of-flight metric. The values of $k_v$ for loblolly pine and Douglas-fir are 0.946 and 0.916, respectively. Fig. 12 shows the diameter of the center defect expressed as a fraction of the pole radius vs simulated values of the ToF metric for eight values of $(d/R)$. The trend of simulated values shown in Fig. 12 was fitted to a third order polynomial (Polynomial in Table III).

\[
R_{ToF} = R_v = \frac{r_2 \pi}{r_1 4 \sqrt{E_1 / E_v}} = k_v \tag{11}
\]

Fig. 12 Time of flight metric vs defect diameter, d, expressed as a fraction of the pole radius, R. The time of flights metric is the ratio of times of flights of arriving radial and tangential dilatational waves multiplied by the factor $k_v$. Trend line fitted to simulation data (see Table III).

The ToF metric is also usable to estimate the location of the internal defect, i.e., decayed area. The speed of waves traveling through decayed wood is lower than the wave speed when traveling through sound wood. By comparing the time-of-flight metric between the three receiver locations, the general region of the defect within the cross-section is identified. Fig. 13 shows a schematic of the defect regions based upon a 76 mm defect. Table IV gives the combination of velocity ratios that indicate a defect in a particular defect region (see Fig. 13).

![Fig. 13 Defect regions identified by a letter A through J using the time of flight metric in accordance with Table V. The figure assumes a 76 mm diameter defect, an input source at 0°, and 25 mm surface checks (region J)](image)

<table>
<thead>
<tr>
<th>Defect Regions</th>
<th>Time of Flight Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V_{180} = \frac{r_2 \pi}{r_90} k_v$</td>
</tr>
<tr>
<td>A</td>
<td>$&gt;1$</td>
</tr>
<tr>
<td>B</td>
<td>$&lt;K_v$</td>
</tr>
<tr>
<td>C</td>
<td>$\approx K_v$</td>
</tr>
<tr>
<td>D</td>
<td>Unspecified</td>
</tr>
<tr>
<td>E</td>
<td>Unspecified</td>
</tr>
<tr>
<td>F</td>
<td>$=1$</td>
</tr>
<tr>
<td>G</td>
<td>$=1$</td>
</tr>
<tr>
<td>H</td>
<td>$=1$</td>
</tr>
<tr>
<td>I or no decay</td>
<td>$=1$</td>
</tr>
<tr>
<td>J*</td>
<td>---</td>
</tr>
</tbody>
</table>

*Region J assumes no surface checks. Defects in region J are the least likely to be identified using this technique. $V_{+90}$, $V_{-90}$, and $V_{-180}$ are wave velocities between the source and $+90^\circ$, $-90^\circ$, and $-180^\circ$ from the source.
The idealized configuration of the defect regions as shown in Fig. 13 assumes an input source at 0°. If the source were located at 90°, then the figure would need to be rotated counterclockwise by 90°, i.e., the figure must be rotated such that region E is at the source location. The general location of the defect is determined by the relationship between the ToF metrics (see Table IV). Fig. 13 can only provide a general indication of the decayed area. For further information on the use of Fig. 13 and Table IV, the readers refer to Senalik [43].

Defects in region I produce no changes in the velocity ratio, since the defect would not interrupt the direct path of travel between source and receiver. All the ratios would approach a value of 1.0. In a defect-free cross-section, the ratios would approach values of one as well. Whereas this metric alone would be unable to identify defects in region I, the presence of the defects should still be identified using the other metrics described here. Also, conducting a second set of tests, where the source is placed at the 90°, 180°, or 270° location would eliminate one or more I regions.

The concern regarding the low probability of sensing defects in region J is mitigated by the fact that region J is composed of the portion of the utility pole that is both most resistant to fungal decay and easiest to inspect with current inspection methods. From CT scans, it was apparent that preservative penetration usually exceeded the length of the majority of the surface checks, i.e., 25 mm. The proximity of region J to the surface made it ideal for defect identification using traditional inspection techniques.

VII. EXPERIMENTAL VALIDATION

For validation of the proposed approach, seven experimental tests were conducted on three wooden pole specimens in the Laboratory. Fig. 1 shows X-ray computer tomography views of the cross-sections examined and the corresponding transducer locations. Each cross-section was tested twice with the source placed at the 0° location for one test and 90° for the other. Pole 966 was tested a third time with the source at the 180° location on the pole. Tests were designated by pole number and a letter representing the source location. The suffix letters Z, N, and R represented sources located at 0°, 90°, and 180°, respectively. The receiver locations are defined as +90°, ±180°, and -90° relative to the source; therefore, if the source was placed at the 90° location, the +90° receiver would be at the 180° location, the ±180° receiver would be at the 270° location, and the -90° receiver would be at the 0° location. For each pole test, each metric was calculated for the ratios ±180°/+90° and ±180°/-90°.

Using the time-of-flight metrics sets shown in Table IV and the regions as defined in Fig. 13, the location of the defect can be estimated. Pole test 966Z has a region of decay that would normally be predicted to be in region A; however, the deep check at approximately 330° may compact the internal regions and place the defect in region F. In pole test 966N, the defect region diagram in Fig. 13 must be rotated counterclockwise such that region E is placed at the source location of 90°. As a result of the relocated source, the defect is predicted to be located in region A. The defect is also predicted to be in region A when the source was placed at 180° for pole test 966R. In pole test 491Z, the defect is clearly predicted to be in region A; however, for pole test 491N, the defect is predicted to be in either region D or B. In pole test 477Z the defect is predicted to be in region A or H. In pole test 477N, the defect region is predicted to be in region A. Table V contains the times of flight obtained from each pole and the associated time-of-flight metric sets and predicted defect regions. In general, the defect locations predicted using the time-of-flight metric agree with the locations of the defect regions identified in the utility pole CT scans (see Fig. 1 and 13). With the general location of the defects known, all three developed metrics are then used to estimate the size of the defect (see Fig. 10-12 and Table III).

The developed metrics are made non-dimensional by taking ratios. Fig. 14 represents a three-dimensional space where the dimensions correspond to the three developed metrics, i.e., the coordinates of each data point (i.e., pole test) in this three-dimensional metric space correspond to the defect size estimates from the three metrics associated with that particular pole test. A value located at or near the origin corresponds to a pole test in which all three metrics indicate a small or non-existent defect. A value located at coordinate (1,1,1) would correspond to a pole test in which all three metrics indicate a defect diameter the size of the radius of the pole is present. Each of the three poles was tested several times: Pole 966 was tested six times, while Pole 491 and pole 477 were each tested four times. Table VI provides a key for the different tests regarding the corresponding placement of the source relative to the pole geometry and regarding to the normalization of the three used metrics. The colors red, blue, and green represent values from Poles 966, 491, and 477, respectively.

<table>
<thead>
<tr>
<th>Pole Test</th>
<th>Region from CT Scan</th>
<th>Defect Region</th>
<th>Predicted Defect Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>966Z</td>
<td>A or F</td>
<td>1.357</td>
<td>0.965 1.405 F</td>
</tr>
<tr>
<td>966N</td>
<td>A</td>
<td>1.380</td>
<td>1.312 1.052 A</td>
</tr>
<tr>
<td>966R</td>
<td>A</td>
<td>1.199</td>
<td>1.172 1.024 A</td>
</tr>
<tr>
<td>491Z</td>
<td>A</td>
<td>1.319</td>
<td>1.221 1.080 A</td>
</tr>
<tr>
<td>491N</td>
<td>D or B</td>
<td>1.108</td>
<td>1.439 0.570 D</td>
</tr>
<tr>
<td>477Z</td>
<td>A or H</td>
<td>1.020</td>
<td>0.684 1.491 H</td>
</tr>
<tr>
<td>477N</td>
<td>A</td>
<td>1.227</td>
<td>1.277 1.000 A</td>
</tr>
</tbody>
</table>
In Fig. 14, all defect estimates plotted in three-dimensional space. The defect diameter, d, is expressed as a fraction of the pole radius, R. Pole Test suffixes Z, N, and R indicate the source is at the 0°, 90°, 180° locations of the pole, respectively. Ratio angles are relative to the source location (i.e., ±180° from a 90° source location is the 270° location on the pole). Colors red, blue, and green designate values from poles 966, 491, and 477, respectively (see Table VI).

<table>
<thead>
<tr>
<th>TABLE VI RATIO SYMBOLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pole Test</td>
</tr>
<tr>
<td>±180°/±90°</td>
</tr>
<tr>
<td>±180°/±90°</td>
</tr>
</tbody>
</table>

In Fig. 15, the estimated defect size (d/R) is plotted against the distance of each data point from the origin in three-dimensional space, where the estimate of the defect size is the root mean square of the defect size estimates from the three metrics. The dashed line shown in Fig. 15 represents the mean estimate of the defect size using the corresponding number of test samples for that particular pole. The shaded region in each plot is the range of the defect sizes observable from the CT scan. The defect regions are roughly elliptical in shape. The high and low values of the shaded regions represent the approximate major and minor axes of the defect region observed in the CT scan when fitted to an elliptic shape. The major and minor axes of the defect regions, normalized by the cross-sectional radius of the respective poles, are given in Table VI. The values obtained from pole 966 are shown in Fig. 15a. The mean of the estimated values, 0.439, falls within the range of defect sizes observed from the CT scans (0.295 to 0.461). The values for pole 491 are shown in Fig. 15b. The mean of 0.600 underestimates the lower range of the observed defect values (0.625 to 0.700) by 4.0%. The values for pole 477 are shown in Fig. 15c. The mean, 0.342, underestimates the lower range of the observed defect values (0.364 to 0.521) by 6.0%. For each of the three utility pole specimens, the combined estimate of the defect size accurately predicts the true size of the internal defect, i.e., decayed area, to within 6% or less.

For each pole Table VII shows the estimated decayed cross-sectional area as well as the decayed cross-sectional area measured from the CT scans. The estimation of the decayed cross-sectional area is based on the three metrics, and the measured scan-based decayed cross-sectional area assumes the area to be approximately elliptical in shape with major and minor axes (see Table VII). For Pole 966 the measured and estimated fractional areas are 0.034 and 0.048, respectively, with a difference of 0.014 (1.4% of the cross-sectional area). For Pole 491, the measured and estimated fractional areas are 0.110 and
0.090, respectively, with a difference of 0.020 (2.0% of the cross-sectional area). For Pole 477, the measured and estimated fractional areas are 0.047 and 0.029, respectively, with a difference of 0.018 (1.8% of the cross-sectional area).

<table>
<thead>
<tr>
<th>POLES</th>
<th>Experimental estimation of (d/R)</th>
<th>Exp. estimation of fraction decayed area</th>
<th>Decayed area sizes from CT scans</th>
<th>Decayed fraction cross-section area from CT scan</th>
<th>Difference in fraction cross-section decayed area</th>
</tr>
</thead>
<tbody>
<tr>
<td>966</td>
<td>0.439</td>
<td>0.048</td>
<td>0.295</td>
<td>0.461</td>
<td>0.034</td>
</tr>
<tr>
<td>491</td>
<td>0.600</td>
<td>0.090</td>
<td>0.625</td>
<td>0.700</td>
<td>0.110</td>
</tr>
<tr>
<td>477</td>
<td>0.342</td>
<td>0.029</td>
<td>0.364</td>
<td>0.521</td>
<td>0.047</td>
</tr>
</tbody>
</table>

Defects are assumed to have a generally elliptical shape with major and minor axes.

### VIII. CONCLUSIONS

A plane strain, two-dimensional finite difference time domain simulation is presented to study wave propagation through the cross-section of a wooden pole. The model is capable of using the density and geometry information extracted from CT images of a utility pole specimen. The model was validated against analytical and experimental data. Based upon this model, three metrics were developed that are capable of determining the size of the internal defects, i.e., decay, within wooden pole cross-sections using four measurements collected around the pole circumference. Using these metrics three different wooden pole cross-sections were tested. In all cross-sections, the general location of the defect location was accurately located. The size of the defect area, i.e., decay, was also determined to within 2% of the pole cross-sectional area.
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