Continuous Real-Time Optical Measuring of Strip Width and Edge Inspection in Stainless Steel Production Lines
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Abstract-An automated optical inspection (AOI) system designed to continuously inspect the width and dual edges of a stainless steel strip is presented in this paper. The study follows this design from its initial conception to its installation, calibration and integration on a production line. The inspection process is based on real time image processing, which measures the strip width, while detects defects and anomalies that could appear at the perimeter of the strip. This is done by processing the acquired images using two linear cameras. Next, the geometrical model and required adjustment are presented. This virtual instrument has been installed for quality control purposes in an annealing and pickling line of a stainless steel factory.
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I. INTRODUCTION

Nowadays, stainless steel is a metal alloy with great added value, and is appropriate for many applications. After the melting shop, where the precise chemical composition is attained, the produced stainless steel is usually shaped at a hot mill where it is rolled, which forms strip coils of different widths, diameters, and lengths (Fig. 1). The strip width and thickness must be accurately supervised to fulfill the dimensional tolerance specified by the customers [1]. Moreover, it is mandatory to detect any kind of anomaly on the surface and edges of the steel coils to produce the exceptional quality expected by the market and to also to avoid trouble in subsequent processing lines (e.g., wearing out and breaking of machine elements, breakage of the strip, etc.).

Due to the width range of the strip coils, from 900 to 1600 mm, and the rough industrial environment found on the production of the iron and steel industry, it is very difficult for an instrument to be robust and precise enough to do the tasks mentioned above. Typically an array of barrier sensors or a couple of mobile laser based sensors issued to measure the width of the coils. In these applications, however, the range to be covered is too vast to use sufficiently precise barrier sensors or the sensors would be mounted in mobile parts over a precision linear guide to track each edge and therefore their installation and maintenance costs would increase considerably. Other width measurement systems are based on measuring the distance to the edge from a fixed position on both sides of a strip, but in addition to their cost, they usually require thicker material and very stable positioning of the sheet. High resolution CCD cameras are becoming more competitive and image processing and embedded computer performance are becoming more and more efficient.

So, a decision was made to implement an AOI system based on CCD cameras, which could have both two functions: continuous measurement of the width of the strip and detection of defects on its edges.

Several real time AOI systems using area [2, 3] and linear cameras [4-7] in an industrial environment had been presented earlier in this report. But, in this paper a real time AOI system is presented. This AOI continuously measures the width of strips while also offering the ability to detect defects on the edges (e.g., cracks, scratches, strike marks, etc.). The wide range of the
width of strips produced, together with the high precision required for the measurement, led our team to use a system with two linear cameras. The geometrical model and adjustments required to tackle the practical problems presented throughout this project are described in the following paragraph.

This AOI system is now working in the factory of one of the greatest stainless steel producers, and part of this system had been presented previously in [8, 9].

II. SYSTEM DESCRIPTION

The proposed AOI system integrates two linear cameras (Fig. 2a), which concurrently inspect both edges of the stainless steel sheet along the whole coil length. The cameras must be placed in a very stable location without displacements and vibrations produced from the sheet, to be able to obtain the required precision. A location where these requirements can be fulfilled is within a tension roll, where the steel sheet is very close to the surface of the roll. The use of linear cameras in this location avoids distortion along the vertical direction which area cameras introduce.

Fig. 2 Width measurement system: (a) general view and (b) image acquired from line scan cameras

The placement of both cameras must be done delicately so that their optical axes are parallel to each other but perpendicular to the roll shaft, and so that their exploration lines are along the same straight line (Fig. 2a). A procedure and templates have been designed to achieve that aim accurately enough that the introduced error will be negligible.

The system’s objective is to measure the width of the coil along its entire length (typically, coils are several hundred meters long). The distance between the edge position and the center line of the picture, \(d_{\text{real}}\), is calculated for each pair of images acquired by the cameras (Fig. 2b). As the distance \(K\) between the optical centers of the cameras becomes known in the system calibration, the coil width, \(d_{\text{wd}}\), can be calculated as in Eq. (1).

\[
d_{\text{wd}} = d_{\text{real}1} + d_{\text{real}2} + K
\]

The additional goal of the study is to accomplish real time detection of edge anomalies in enough time to warn quality control staff, and to store all information about those defects saved in a data base for subsequent analysis.

The continuous processing of coils in annealing and pickling lines requires welding the end of a coil to the beginning of the following one. As all measurements of width and edge anomalies detected must be positioned along the correct coil, a weld line detection algorithm is essential to make a suitable assignment. The weld detection event is used to reset the coil length.

The detection demands real-time image processing due to the line speed and to effectively discriminate other defects that may appear on the sheet surface. To better fulfill these requirements, the designed processing algorithms have been adapted to be implemented cooperatively between the main CPU and the GPU (Graphic Processor Unit) of the graphics card. In this way, it was possible to separate image processing tasks from other tasks such as data base accesses, data storing, interaction with other processes, data communication, etc. Furthermore, a high reduction during the image processing time was achieved, not only through the basic division of the tasks, but via the additional parallel processing which the GPU allowed. After taking advantage of these strategies, there is more processing time available, and now it is possible to undertake a more detailed inspection in the future.

III. GEOMETRICAL MODEL

The core of an instrument is to transform the row data supplied by the sensors to measurements. In this case the sensors are a pair of CCD linear arrays as shown in Fig. 2a. The row information supplied is a pair of images, which are shown in Fig. 2b. Any measuring application based on processing of optical images must have a geometrical model to extract the measurements
from, and a fixed calibration method to set all of the pertinent constants [10-12]. The geometrical model is presented in this paragraph and the calibration procedure is exhibited in VI.

Although images acquired by a linear camera do not have distortion along the vertical axis, they suffer distortion along the horizontal one. In Fig. 3, a simple geometrical model is presented. The cameras have fixed placement in regards to their distance from the roll $d_{ro}$, and the focal distance of the camera optics $f$ are constants. So the distance of any point in the roll surface to the optical center of the image $d_{apparent}$ can be measured (2) depending on the pixel distance $d_{px}$ in the CCD array sensor. The pinhole optical model has been adopted [13].

$$d_{apparent} = d_{px} \cdot \frac{d_{ro}}{f}$$

But the steel strips to be measured have different diameters, and the distance to the camera varies. This introduces a difference $\varepsilon$ (Fig. 3) regarding the $d_{apparent}$ measured in the roll, which needs to be corrected. Eq. (3) gives the real distance $d_{real}$ measured in the strip’s surface, which was calculated according to the apparent $d_{apparent}$ distance

$$d_{real} = d_{apparent} \cdot \left(1 - \frac{d_{rs}}{d_{ro}}\right)$$

being $d_{rs}$ the distance between the sheet surface and the roll due to the strip thickness and any accidental gap between them. However, it is not constant, and must be independently measured, which is accomplished by a distance sensor. A precision ultrasonic sensor has been selected, which gives accurate measurements of distance, and is more resilient against changes in surface finish of the steel.

The images taken by the cameras have the following characteristics:

- Scanned line: 2048 squared pixels equivalent to a real width of 400 mm (5 pixels/mm ratio).
- Camera sensor size: 28.67 mm.
- Distance between each camera: 750 mm (approximately).
- Lens focal distance: 50 mm.
- Lens F-number: 16 (depth of field obtained is approximately 94.4 mm).

**IV. EDGE LINE DETECTION AND COIL WIDTH MEASUREMENT**

The width of the sheet is usually quite constant along the whole length of the coil. This allows one or two width measurements per meter length to be sufficient enough for a real-time representation and data storage. With this in mind, a 500 mm (or 2560 pixels) vertical size for each image was selected to obtain a global width measurement after applying a specific image processing algorithm (Fig. 4).

The coil edge detection approach is based on luminance variance between the tensor roll and steel surface. The designed algorithm must fulfill the following requirements:

- It must be robust against different anomalies and defects that could appear in the coil surface.
- It must be flexible enough to support the different luminance and superficial finish of all steel grades processed in the production line.
\begin{itemize}
    \item Its computational cost must be efficient enough to allow real-time processing of every few images taken while the line is working.
\end{itemize}

Consider a digital image as a two-dimensional function \( I(i,j) \) where \( i \) and \( j \) are respectively the row and column indexes which identify a determined pixel in the image and \( I \) is the intensity or level of gray within the pixel. Also, \( m \) and \( n \) can be established as the total number of rows and columns of the whole image.

\begin{align*}
    V(j) &= \frac{1}{m} \sum_{i=1}^{m} I(i,j) \\
    S_f(j) &= \frac{1}{2\alpha + 1} \sum_{k=\alpha}^{\alpha} S_f(j+k)
\end{align*}

where \( 2\alpha + 1 \) is the filter width, an odd value which determines the smoothing window. The best results were obtained with filter width fixed to 5.

1) The image \( I(i,j) \) is transformed in an array \( V(j) \) of \( n \) elements averaging the intensity values of each column (Fig. 5a).

2) Obtaining the array \( S(j) \) as the first-order derivative of \( V(j) \) array.

3) Smoothing \( S(j) \) array by means of a low-pass filter (moving average algorithm) to obtain \( S_f(j) \) array,

4) Select the pixel \( d_{px} \) which corresponds with the edge of the image (Fig. 5b). This value will be the \( j \) index which maximizes the value of \( S_f(j) \) array.

\[
    j \mid \max_{j=1..2048} S_f(j)
\]

This position gives the \( d_{px} \) values in each twin image, which are used to calculate each \( d_{real1} \) and \( d_{real2} \) distances to be used in Eq. (1) to extract the width of the coil at a given position.
V. WELDING LINE DETECTION

The assigning of the width values measured and edge defects detected in a specified part of the coil will require knowing the exact coil length that has been passed by the AOI system. This obstacle requires accomplishing two tasks: measuring coil length, and resetting such length once the coil has been finished. The first task can be easily accomplished using an incremental encoder fixed in the tension roll, then counting the pulse output from the encoder. The second task requires capturing the reset length event, which can occasionally become a difficult or impossible task.

To avoid this problem, the reset length event can be generated by the same AOI system through the detection of the welding, via image processing. In the images, the welding pattern appears as horizontal lines spanning the duration of the coil’s width (Fig. 6). Using a simplified and specialized version of the classic approach of line detection, the welding could be detected as described:

a) Selection of a rectangular region of interest (ROI) within the image (Fig. 6a). For the detection of the welding, it is unnecessary to analyze the entire image so that an important reduction in computational costs is achieved. The ROI selected must be located on the opposite side of the sheet edge where the image will always show a part of the material. To find the welding line in images, it was sufficient to use a ROI of 1315 x 400 pixels.

b) Horizontal edge detection. The ROI image is processed by administering a classical Sobel operator [14] taking into account only the horizontal gradient, and namely using the vertical gradient kernel. Based on their positive and negative values, the result is separated in two 2D arrays, which are binarized afterwards (Fig. 6b). The intensity threshold \( I_{th} \) used to binarize the images is then computed using the intensity average \( I_{avg} \) and its standard deviation \( \sigma \) as shown in Eq. (8).

\[
I_{th} = I_{avg} + 3\sigma
\]

(8)

c) Search for horizontal straight lines. The positive and negative arrays obtained in the horizontal edge detection step are used to locate horizontal straight lines through a simplified Hough Transform [15]. The searching can be conducted swiftly and more efficiently, so that it is looking for horizontal lines with 0° degree slopes. Due to this restriction, the 2D parameter array must be reduced to a 1D vector on each image obtaining two vectors with the number of votes of horizontal lines, and with negative and positive gradient (Fig. 6c).

d) Welding detection event. Positive and negative lines at a distance less or equal to the typical welding line mark with a minimum number of votes must be found to consider that the welding has been matched (Fig. 6c).

VI. SYSTEM ADJUSTMENTS AND CALIBRATION

A very important step during system installation is its correct placement and calibration. In this study, considerable attention has been devoted to it, as the final precision and accuracy obtained during the study depends greatly on these tasks.

The three possible turns around the axis have been considered (Fig. 7a). The errors introduced by them have been geometrically modeled, and their value represented against the angle. The goal is to align the camera precisely, to avoid any errors being neglected. So, the maximum allowable deviation has been calculated to avoid this error being effected (i.e. at least one order of magnitude less than the required precision). With this information, templates can be designed for control camera placement at installation time. As shown in Fig. 7b, in case of a rotation in Z-axis of an angle \( \gamma \), the error \( \delta \) is

\[
\delta = |x - x'|
\]

(9)
or depending on $\gamma$ it can be expressed as

$$\delta = |x' \cdot \cos(\gamma) - 1|$$

Fig. 7 Camera rotations around X, Y, and Z axis

According to Eq. (10), if we select 0.05 mm as the maximum allowable value, a value of $\gamma = 0.9^\circ$ is obtained. This information is used to design a template for adjusting the Z-axis (Fig. 8a and 8b), as shown in Eq. (11).

$$\gamma_{\text{max}} = 0.9^\circ \rightarrow \tan(\gamma_{\text{max}}) = 0.015$$

$$\tan(\gamma_{\text{max}}) = \frac{d_v}{d_h} = \frac{d_v}{400 \text{ mm}} = 0.015 \rightarrow d_v = 6.28\text{ mm}$$

Fig. 8 Adjusting and calibration templates: (a) template design for Z-axis maximum error limitation, (b) camera Z-axis rotation correcting stencil, (c) X-axis rotation correcting stencil, (d) camera image acquired for X-axis calibration procedure, and (e) graphical representation of black bar sizes
The template in Fig. 8b is fixed in tension roll to adjust the z-axis rotation of each camera. A similar template to that in Fig. 8c is used to adjust the x-axis rotation, while processing the acquired image (Fig. 8d), and trying to obtain the bar width size graph (Fig. 8e) with constant value.

In spite of all these considerations, residual errors are possible. One method of correcting them is via the value of $K$ so far considered constant in Eq. (1). This can be done after some days of working, when routinely monitored measurements are taken of hundreds of coils’ different thicknesses and widths. So $K$ is computed as in Eq. (12).

$$K = k_1 + k_2 \text{width, thickness}$$  \hfill (12)

All the width measurements manually taken by quality control operators are compared with those acquired by the AOI system as a routine maintenance task. Table 1 shows the results which are sorted by the range of width and diameters, where value is the number of samples taken for each set of data. Statistics values, mean difference, and standard deviation (STD) of the difference between manual and automatic measurements are shown as well.

### TABLE 1 COMPARISON OF AUTOMATIC MEASUREMENTS (WITH AND WITHOUT K CORRECTION APPLIED)

<table>
<thead>
<tr>
<th>Width(^*)</th>
<th>Thick(^*)</th>
<th>n</th>
<th>w/o K Correction(^*)</th>
<th>w/ K Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>SDT</td>
</tr>
<tr>
<td>900-1000</td>
<td>[2,3]</td>
<td>448</td>
<td>-4.49</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td>[3,4]</td>
<td>445</td>
<td>-4.34</td>
<td>1.92</td>
</tr>
<tr>
<td>1000-1100</td>
<td>[2,3]</td>
<td>621</td>
<td>-2.89</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>[3,4]</td>
<td>1045</td>
<td>-2.77</td>
<td>1.98</td>
</tr>
<tr>
<td></td>
<td>[4,5]</td>
<td>896</td>
<td>-2.65</td>
<td>2.02</td>
</tr>
<tr>
<td></td>
<td>[5,6]</td>
<td>470</td>
<td>-2.48</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>[6,7]</td>
<td>225</td>
<td>-2.39</td>
<td>1.68</td>
</tr>
<tr>
<td>1200-1300</td>
<td>[2,3]</td>
<td>486</td>
<td>-0.88</td>
<td>2.03</td>
</tr>
<tr>
<td></td>
<td>[3,4]</td>
<td>1637</td>
<td>-1.03</td>
<td>1.91</td>
</tr>
<tr>
<td></td>
<td>[4,5]</td>
<td>1810</td>
<td>-0.79</td>
<td>1.91</td>
</tr>
<tr>
<td></td>
<td>[5,6]</td>
<td>924</td>
<td>-0.41</td>
<td>1.91</td>
</tr>
<tr>
<td></td>
<td>[6,7]</td>
<td>338</td>
<td>-0.43</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>[7,8]</td>
<td>114</td>
<td>0.31</td>
<td>1.72</td>
</tr>
<tr>
<td>1500-1600</td>
<td>[3,4]</td>
<td>680</td>
<td>2.05</td>
<td>1.73</td>
</tr>
<tr>
<td></td>
<td>[4,5]</td>
<td>1715</td>
<td>2.48</td>
<td>1.66</td>
</tr>
<tr>
<td></td>
<td>[5,6]</td>
<td>1269</td>
<td>2.76</td>
<td>1.65</td>
</tr>
<tr>
<td></td>
<td>[6,7]</td>
<td>706</td>
<td>3.20</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td>[7,8]</td>
<td>241</td>
<td>3.42</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td>[8,9]</td>
<td>230</td>
<td>4.01</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>[9,10]</td>
<td>95</td>
<td>4.26</td>
<td>1.72</td>
</tr>
</tbody>
</table>

*Units are in millimeters

After a statistical study of the differences, a second order correction of $K$ is carried out, which is accomplished by building the piecewise linear approximation that best matches the distribution of mean differences. A statistical package can be used to build the model. The one used for this system is shown in Fig. 9. In this case a linear correction is applied along the thickness values and piecewise along different widths. This correction significantly enhances the precision as is shown in the last two columns (mean and STD with $K$ correction headers) of Table 1.
VII. EDGE DEFECT DETECTION

An important added value of this system is its ability to detect edge anomalies besides the width measurement, providing alarm and event notifications to quality control staff.

Usually, the defects which appear in the edge of coils affect the continuity and straightness of the edge. These defects are produced by a hit-and-strike over the coil’s side (Fig. 10a) or breakdowns in previous production processes.

Thereby, the defect detection algorithm in the image is constructed to take accommodate both common continuity and straightness properties. It is executed after the coil position is determined in the image by the edge detection algorithm, as shown in IV section.

This approach consists of a highly detailed analysis regarding a region around the edge detected. The algorithm steps are described as follow:

a) ROI selection around the coil’s edge (bigger white rectangle in Fig. 10a).

b) Binarization of ROI to separate the pixels belonging to roll from those of the coil.

c) Division of the ROI in $N$-windows along the edge. The number of windows $N$ must be selected to reach a compromise between the accuracy desired and low computational cost, bearing in mind the real time restrictions of vision task. For this vision task, a window of 50 pixel x 600 pixel (10 mm x 120 mm) has been selected.

d) Processing of each binarized window $i$ (analogously to edge detection algorithm) to obtain edge relative position vector $E$ where each element $E(i)$ contains the relative edge position in the $i$-th window, which is the global edge line determined in section IV (Fig. 10a and 10b).

e) Analyzing the vector $E$ along $N$-windows to detect sharp variations in relative edge positions (see windows $i = 25$ and $i = 42$ values in Fig. 10b).

VIII. GPU IMAGE PROCESSING

Nowadays, the image processing algorithms developed accommodate a specific vision or task tends to be executed in a Graphic Processing Unit (GPU) instead of in a standard CPU. Such graphic processors are preferable when compared with the others because of their high computational power and parallel processing capability, which is executed by using SIMD (Single Instruction stream Multiple Data) architecture [16-21].

NVIDIA Company was the inventor of the GPU unit, and were also the developers of a general programming framework called CUDA (Compute Unified Device Architecture) [22, 23] which is used in general purpose C language applications [24]. The underlying concept of CUDA revolves around the parallel processing capability based on the grouping of threads (or elemental processors) in 1, 2 or 3 dimensional grid which runs the same operator over a data matrix. This simple idea could minimize the processing time of a specific task, freeing that time to do other processing tasks.
Analogously, it could be beneficial if the described algorithms in precedent sections were adapted to the GPU. If this were done it would be possible to combine, submit, and run all whole algorithms (welding detection, coil edge detection, width measurement and defect detection) through the GPU, fulfilling them with real time restrictions.

The following steps show the sequential scheme for CPU-GPU processing task integration (see Fig. 11):

1. **Image acquisition.** Image acquired with a resolution of $H$ pixels height by $W$ pixels wide.
2. **GPU memory allocating and image matrix transference.**
3. **Welding detection.** Detection of the welding line as described in section V. The Sobel filter adapted for GPU has been developed, which is exhibited in [25, 26].
4. **Image intensity averaging.** The image is divided into $N$-windows, or regions, with the same height and width, where each individual $i$-window will be composed by pixels. Sequentially, for each $i$-window, a thread with an averaging operator devoted to each column, and constituting a grid of threads processes all columns in parallel. When the averaging of the window has been completed, the result is stored. Lastly, a matrix is obtained where each row holds the intensity average values of the cols for each $i$-window (Fig. 12, step 4).
5. **Matrix $I(N,W)$ pre-processing.** Each row of the matrix$I(N,W)$ is filtered and differentiated to obtain a new matrix $G(N,W)$ with the gradient values. Sequentially, a thread with a filtering and differentiating operator is devoted to each row of each matrix column, constituting $N \times 1$ grid of threads which process all rows in parallel (Fig. 12, step 5).
6. **Local edge position vector $E$ computing.** Each row of $G(N,W)$ is analyzed to secure a value with the local edge position. For each matrix column, a thread with a maximum operator is devoted to each row constituting $N \times 1$ grid of threads which processes all rows in parallel to obtain the maximum value of the gradient in the row. Finally, a vector $E$ with $N$ elements is obtained where each element $E(i)$ contains the local edge's position (Fig. 12, step 6).

After that, the vector $E$ is transferred to the CPU to be analyzed and to compute its mean value. The value is considered the “coil edge location” in the image ($d_{real1}$ or $d_{real2}$ depending on the image side). By applying Eq. (1) in section II, it will obtain the coil width. Additionally, the $E$ vector is analyzed looking for sharp variations in relative edge positions to determine if it contains any edge defects.
9. PERFORMANCE IMPROVEMENTS

The algorithms presented before have been applied over 2048 x 2048 pixel size images to compare the processing time according to the following implementation: in a CPU, a CPU/GPU with independent tasks and a CPU/GPU with overlapped tasks (Fig. 13). The image transferring time from CPU to GPU was also considered in calculations. The hardware used as the test-bench was:

- CPU Processor: Intel Pentium Dual Core E5200 2.52GHz, 1GB RAM.
- GPU Processor: NVIDIA GeForce GTX 285, 1 GB Global Memory. 240 CUDA cores. Compute capability 1.3.

Moreover the CPU processing time used during the image processing tasks, an additional CPU processing time must be spent for miscellaneous tasks as vector E analyzing, results storing, image compression, data base accessing, etc. When be necessary or required, additional processing time can be obtained by implementing another algorithm strategy, such as a CPU/GPU with overlapped tasks. Such a strategy runs the presented tasks in parallel rather than sequentially. The GPU

![Sequential GPU processing scheme and Grids of threads](image)

**Fig. 12** Sequential GPU processing scheme and Grids of threads

**Fig. 13** Time improvement using overlapped tasks

Table 2 shows the processing times and the acceleration achieved by implementing the algorithms in a CPU/GPU with independent tasks.

<table>
<thead>
<tr>
<th>Task</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU</td>
</tr>
<tr>
<td>Load Image</td>
<td>-</td>
</tr>
<tr>
<td>Weld Line Detection</td>
<td>78</td>
</tr>
<tr>
<td>Edge Detection</td>
<td>63</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>141</strong></td>
</tr>
</tbody>
</table>

**Table 2 Comparison of Task Processing Times**
processing time required for the refinement of the $i$ image $[T_{CPU}]_i$ and the CPU processing time required for the $i$ image miscellaneous tasks $[T_{CPU}]_i$ can be overlapped, which is shown in Fig. 13. It can be assumed that there is always a new image available at the beginning of each period, and that the $i$ image is processed in a GPU while the miscellaneous tasks corresponding with $i - 1$ image is performed in the CPU.

X. SYSTEM IMPLEMENTATION

A general connection diagram of sensors and processing devices is shown in Fig. 14. The image acquisition of the two line scan cameras is triggered a pulse train, which is generated an incremental encoder fixed in the roll shaft. The coil speed in the production line usually ranges between 20 and 60 m/min depending on the operation conditions. The acquired images by both cameras are sent to an industrial embedded computer by means of a gigabit Ethernet link. The image processing and other miscellaneous tasks are performed in the industrial computer. This computer also receives the ultrasonic sensor signal via serial RS-422 to correct the apparent position of the edge according to the geometrical model presented in section III.

![System architecture diagram](image)

Fig. 14 System architecture

The industrial computer is linked to the factory LAN to present the acquired images and processing results to the quality control operators in order to show them a real time synoptic screen, and to build and store the information in a data base and server for historical review and analysis purposes. Fig. 15 shows a view of the installed system in the production line.

![System installed in the production line](image)

Fig. 15 View of the system installed in the production line

XI. RESULTS AND CONCLUSIONS

The AOI system presented in this paper exhibits its capacity to continuously inspect the width and edges of the stainless steel strip in real time. A geometrical model and corrections constructed from strip thickness variations have been presented. The AOI system has been installed and integrated in an annealing and pickling production line, obtaining a great quantity of
processed coil data. Continuous width measurements of each coil and images of detected defects are stored for quality control auditing purposes.

Fig. 16 shows a graph of a coil with 589 meters in length where the nominal and tolerance limits of width are also represented. It is noticeable that the beginning and the end of this coil is outside of the tolerance limits and cannot be delivered.

![Graph of coil measurements](Image)

Fig. 16 Measured width of a whole length stainless steel coil

The linear CCD sensor data is converted into images and processed with conventional image processing techniques. The calibration and camera placement tools are essential and an adjusting procedure has been designed.

The second order correction of $K$ value based on a statistical model constructed with the initial working data of the instrument, dramatically improves its precision, and software has been developed to accomplish this task.

The main benefits of this system include the ability to inspect coil edges, and the fact that it can be integrated with other inspection tasks. A high performance in vision task can be achieved if algorithms are adapted and executed in a GPU unit using CUDA architecture. This methodology allows more processing time to become available for integrating other image inspection tasks. A high performance in vision task can be achieved if algorithms are adapted and executed in a GPU
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