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Abstract—Information retrieval based on weighted zone scoring means the assignment weight for each zone or each field in the document metadata. All these weights are obtained using machine learning methods. The paper presents a method of determining the weights using the fuzzy Choquet integral. This allows taking into possible account interdependence between the zone parameters when calculating the relevance and allows to obtain higher scoring accuracy.

Keywords—Information Retrieval; Aggregation Operator; Fuzzy Measure; Choquet Fuzzy Integral

I. INTRODUCTION

Information retrieval is the search for documents that are relevant to the text query using various techniques [1]. When working with large collections of documents the search results can be so big that the user will simply not be able to see them all. So one of the important tasks of information retrieval is to rank search results according to their relevance to the query.

If we use the documents’ metadata in this ranking, we need to take into account the expert’s knowledge about metadata’s structure and its characteristics. Documents’ metadata are the fields (such as the date the document was created, type of document, the book’s cost, etc.) and the zones (title, author, publisher, abstract, keywords, the text etc.). The difference between the zones and fields lies in the fact that the field may have a limited predefined set of values and the zone’s set of values is not limited. Further, we consider the fields as a special case of zones. Search results ranking method was described in [1]. This method is based on allocating weight \( g_h \) to each zone \( h \). The weights are setting using machine learning based on training examples. Denote the text query as \( q \) and the document as \( d \). In weighted zone scoring each pair \((q, d)\) is assigned a value on the unit interval by calculating the linear combination of each zone scores. Consider a set of documents each of which has \( H \) zones. Let \( g_h \in [0, 1] \), \( 1 \leq h \leq H \), such that \( \sum_{h=1}^{H} g_h = 1 \), \( s_h \in [0,1] \), while zone score \( s_h \) considering the degree of compliance (or non) between the query and the \( h \)-th zone of the document. This value can be calculated in different ways for each of the zones [1]. Consider one of the most common ways to calculate it. For example, if all the query terms contained in the particular zone, value \( s_h \) is equal to 1; if only one term is contained in the zone, value \( s_h \) is equal to \( 1/r \); if any term is not contained in the zone, value \( s_h \) is equal to zero, where \( r \) is the number of terms in the query.

Other ways to compute this value involve using the frequency with which the query term occurs in the particular zone as input information or may be based on quality indicators of the document, age of the document, its length and so on. In particular, there is a zone score calculating method based on the band function BM25F [2], which takes into account the query term occurrence frequency in the document zones. BM25F is based on function BM25 [3] which is a linear combination of three main attributes: the term frequency, the document frequency, and the length of the document. In this paper, the focus is made not on how to calculate the zone scores \( s_h \) but on the aggregation of these scores into a single score of document’s relevance to the query \( \text{score}(q,d) \). This aggregation was performed by a linear combination of zone scores [1]:

\[
\text{score}(q,d) = \sum_{h=1}^{H} g_h s_h
\]

Suppose that we have a set of training examples each of which is a tuple consisting of the query \( q \), the document \( d \), and rating of relevance for the pair \((q, d)\). Usually each query \( q \) is linked with a set of documents which is completely ordered by an expert according to their relevance. In accordance to this order the rating of the relevance can be assigned by the expert within unit’s interval. Then the weights \( g_h \) are determined by machine learning using available examples so that the resulting values of the weights allow to approximate the rating of relevance of the training examples. Getting weight coefficients is reduced to an optimization problem with the objective function in the form of total error corresponding to training examples. There are also empirical rules for weights assigning to the document zones. For example, the authors of paper [4] believe that
they can achieve higher ranking accuracy by assigning the relatively high weight to the document title zone. The authors of paper [5] made the assumption that the ranking accuracy of news’ documents can be increased by separating the first sentence to a separate zone and assigning increased weight to this zone. These and other similar rules can be applied in machine learning within the zone scores aggregation using a weighted arithmetic mean aggregation operator [6].

The approach described above in all its varieties assumes an implicit assumption of the mutual independence of the values $s_j$. However, it can be shown that the values $s_j$ can be dependent of each other. For example, if the query term is in the title of the new document most likely to meet this term in the first sentence of the document. In this case, we are dealing with a positive correlation between values $s_j$ and if we calculate the relevance score by a weighted arithmetic mean (1) we obviously get some redundancy of result. This phenomenon of aggregated values positive correlation and ways of compensation corresponding redundancy to the result is discussed in detail for example in [7]. A possible example of a more complex dependence will be the next one. Suppose an expert knows the following: query term occurs in the same term in the head zone is more relevant to the query than a document with the same term in the “document type” zone. Such dependence between the zone scores $s_j$ is known as the preferred dependence of criteria [7]. This dependence cannot be expressed by any of the additive operators including the weighted arithmetic mean operator. Such knowledge cannot be formalized by the form of rules for the zones’ weights obtaining using machine learning with weighted average aggregation operators. Thus, we coarsen the result when applying the weighted average operator to compute the relevance of documents to the query and assuming that the values $s_j$ are always independent of each other.

II. FUZZY MEASURES AND THE CHOQUET INTEGRAL

If the aggregated criteria are interdependent, then Choquet integral with respect to fuzzy measure can be used instead of the weighted arithmetic mean operator for formalizing that dependence. Choquet integral is a generalization of the weighted arithmetic mean operator in case of dependence between values $s_h$ (which we call the criteria of aggregation for following established terminology [7, 8]).

Fuzzy measure expressed the subjective weight or importance of each subset of criteria and defined as follows [7].

Fuzzy (discrete) measure is a function $\psi : 2^J \to [0,1]$, where $2^J$ is the set of all subsets of the criteria index set $J = \{1,\ldots,H\}$, which satisfies the following conditions:

1) $\psi(\emptyset) = 0$, $\psi(J) = 1$;
2) $\forall D, B \subseteq J : D \subseteq B \Rightarrow \psi(D) \leq \psi(B)$

Further, we will omit the curly brackets writing $i$, $ij$ instead of $\{i\}$, $\{i, j\}$ respectively. Instead of the “criterion of the index $i \in J$”, we will also use the “criterion $i$” instead of the “criteria index set $J$”, both done for brevity reason.

Firstly, we consider the basic concepts used in the fuzzy measures theory. Shapley [9] proposed a definition of the criterion importance coefficient based on several natural axioms. In the context of the fuzzy measures theory Shapley index for the criterion $i \in J$ with respect to fuzzy measure $\psi$ is determined by the following expression:

$$\Phi_{Sh}(i) := \sum_{D \subseteq (J - i)} \frac{|J|!|D|!(|D| - 1)!}{|J|!}[\psi(D \cup i) - \psi(D)]$$

Murofushi and Soneda proposed an interaction index between criteria [10]. This index is used to express the sign and degree of interaction between criteria and is determined by the following expression:

$$I(i, j) := \sum_{D \subseteq (J - \{i, j\})} \frac{|J|!|D|!(|D| - 2)!}{|J|!}[\psi(D \cup ij) - \psi(D \cup i) - \psi(D \cup j) + \psi(D)]$$

Choquet integral using for dependent criteria aggregation was considered in [7, 8]. Particularly criteria preferred dependence modeled by Choquet integral is discussed in [8]. In [11] discussed in detail the application of a new method of machine learning based on the Choquet integral in different application areas, and concluded the feasibility of its use. In the
field of information retrieval, Choquet integral can be used for modeling expert preferences formalized by rules similar to the rules described in the previous section.

The Choquet integral of the criteria $s_1, \ldots, s_H$ with respect to $\psi$ is defined by $CH_\psi(s_1, \ldots, s_H) := \sum_{h=1}^{H} s(h) \left[ \psi(A_{h(1)}) - \psi(A_{h(i1)}) \right]$, where $\pi$ indicates a permutation of $J$, such that $s_{\pi(1)} \leq \cdots \leq s_{\pi(H)}$. Also $A_{h(1)} = \{ (h), \ldots, (H) \}$ and $A_{h(i1)} = \emptyset$ [7].

III. FUZZY MEASURE IDENTIFICATION FOR WEIGHTED ZONE SCORING

If we use the weighted arithmetic mean operator for weighted zone scoring then weights $g_{bh}$ can be directly set by the expert. But due to the great complexity of this task in most cases these weights are determined based on machine learning [1]. If we use the Choquet integral for weighted zone scoring it is required to obtain a fuzzy measure $\psi$ instead of weights $g_{bh}$. Direct assignment of fuzzy measure by an expert is even more difficult task than weights setting due to exponentially increasing complexity. For example, for the four criteria an expert will have to set $2^4 = 16$ fuzzy measure’s coefficients. Such setting is impossible in practice. Therefore, the coefficients of fuzzy measure $\psi$ are obtained using machine learning as it is done for the weighted arithmetic mean operator. For realization of such machine learning procedure it is necessary to form a set of training examples and a set of formal empirical rules like those described above. Each of the training examples is a triple $\Delta_k = (d_k, q_k, r(d_k, q_k))$ in which the assessment of relevance $r(d_k, q_k)$ of the document $d_k$ to the query $q_k$ is assigned by an expert on the unit interval or these assessments are ranked by an expert. The rules are the limitations both on the fuzzy measure and the Choquet integral as weak partial orders on the set of zone scores realizations, results of aggregation (final relevance of the document), the Shapley indices, and interaction indices of criteria. Methods used to formalize these rules were considered in detail in [7]. In particular, if the rule states that the zones cores are correlated then it will be formalized by assigning a positive sign to the interaction index of these scores. In practice, to enable the expert to create such rules it is common to use 2nd-order fuzzy measures and, accordingly, 2nd-order Choquet integrals. Remaining relatively simple it allows to model the interaction between the criteria which are described by the rules similar to those mentioned above. The paper [12] is entirely devoted to the question under what conditions such a simplification (using of the 2-order Choquet integral) is correct. This paper presents necessary conditions that should satisfy the expert preferences in order that they can be formalized using the 2nd-order Choquet integral.

For each training example, we have the $s_k$ values that are appropriated for any area of the document. Relevance of the document $d_k$ to the query $q_k$ will be determined as $score(q_k, d_k) = CH_\psi(s_1, \ldots, s_H)$. Because of the nature of available information in the form of rules described above we need to choose a method of identification of fuzzy measure.

Method based on minimization of fuzzy measure variance or maximization of fuzzy measure entropy is the most suited for solving many practical problems [13]. One of the advantages of this method is the lack of any strict requirements to input information, in contrast to other methods of identification of fuzzy measure. This method is based on the principle of maximum entropy proposed in 1957 by Jaynes [14]. In relation to the construction of aggregation operators that principle involves the use of all available information about the aggregation criteria but the most unbiased attitude to the inaccessible information. We will follow this principle in weighted zone scoring of the documents, that is, taking into account the expert knowledge in the form of training examples and rules we will consider the missing information without bias. Kojadinovic [13] extended the principle of maximum entropy on the utility theory and developed fuzzy measures identification method based on this. The objective function of this method is defined as the variance of fuzzy measure:

$$F_{MV}(\psi) := \frac{1}{|J|} \sum_{i \in J} \sum_{G \subseteq J - i} \left( |J| - |G| - 1 \right) \frac{|G|!}{|J|!} \left( \frac{\sum_{D \subseteq G} a(D \cup i) - \frac{1}{|J|}} {\sum_{D \subseteq G} a(D \cup i) - 1} \right)^2.$$

Corresponding optimization problem takes the following form. Minimize $F_{MV}(\psi)$ under the following constraints:
Here $G \subseteq J$; $\kappa$ is the order of fuzzy measure $\psi$; $\delta_{CH}$ - indifference threshold that is set by an expert to compare the two results of aggregation; $a(D)$ is set function of a set $J$, this is called the Möbius function and is defined by the following expression and is given by $a(D) = \sum_{G \subseteq D} (-1)^{|G|-|D|} \psi(D)$.

IV. THE PROCEDURE FOR DETERMINING THE WEIGHTS FOR WEIGHTED ZONE SCORING

If the aggregation operator is the Choquet integral with respect to the fuzzy measure, this procedure consists of the following steps.

**Step 1.** Form a set of zones $J = \{1, ..., H\}$ for the document and a method of zone scores $s_h$ calculating.

**Step 2.** Generate training examples using a collection of documents, these examples being relevance estimation and(or) non-strict partial order on the set of the estimates, i.e. implement expert ranking of documents relative to the query. Create rules in the form of partial weak orders on sets of Choquet integral parameters.

**Step 3.** Formalize obtained on the previous step information in the form of restrictions on the Choquet integral parameters in the form of inequalities with indifference thresholds. Set the indifference thresholds from training examples and scales that have been applied.

**Step 4.** Identify fuzzy measure on the basis of obtained in the previous step information by the minimizing dispersion method.

When new available information is added to the set of training examples and the set of rules the procedure is repeated from step 3. The Choquet integral with respect to the fuzzy measure $\psi$ is aggregating operator for zone scores $s_h$ through which the documents are ranked according to their relevance to the query.

V. EXPERIMENT

During the experiment we do not attempt to create a complete search engine. The purpose of experimental study was to obtain an answer to the question about the practical applicability of fuzzy measures and the Choquet integral in the field of information retrieval.

A set of training examples included 30 queries, 100 terms, and 300 documents (publications in the field of artificial intelligence).

The procedure discussed above was put in practice to determine the fuzzy measures for the weighted zone scoring.

**Step 1.** We considered five zones of document: title ($h = 1$), abstract ($h = 2$), keywords ($h = 3$), main text ($h = 4$), and references ($h = 5$). These zones correspond to the zone indicators $s_h$ which are calculated based on the function BM25F [2].

**Step 2.** Initial data for machine learning comprised both set of training examples and the following empirical rules similar to those discussed above.

Set of training examples $\Delta_k$, where $k = 1, ..., 1000$ was received with experts’ support. As noted above, each of these examples is a triple: $\Delta_k = (q_k, d_k, r(q_k, d_k))$. Relevance of the document $d_k$ to the query $q_k$ was evaluated on a scale which is the set $S = \{0, 1, 2, 3, 4\}$ in the same manner as it was done in [6]. In this set, “0” means that the document does not fully matches the query (no relevance), “4” means full compliance (document is relevant to the query), other values correspond to intermediate gradations of relevance.
Also, we obtained the following empirical rules in this step with experts’ support:

**Rule 1.** If the query term was met in the title, it is likely to meet the same term both in the abstract and in the main text.

This rule means that the corresponding criteria are positively correlated and their interaction indices are less than zero. Then interaction indices of these criteria are defined by the following inequalities:

\[ I(1,3) < 0; \quad I(1,4) < 0; \quad I(3,4) < 0 \]  \tag{2}

**Rule 2.** In order to have the document relevant to the query it is least important that the query term is contained in the list of references; more importantly, that the query term is contained in the main text; more importantly to meet the term in the keywords; and finally, most importantly to meet the query term in the title and (or) in the annotation.

This rule means the following. Importance of the criterion \( s_4 \) is less than the importance of the criterion \( s_5 \). Similarly, importance of the criterion \( s_4 \) is less than importance of the criterion \( s_3 \). Importance of the criterion \( s_1 \) is the same as importance of the criterion \( s_2 \) and more than importance of the criterion \( s_3 \). This reasoning can be expressed by a partial weak order \( \geq_i \) on the set \( J \) of document’s zones:

\[ 5 \prec_j 4 \prec_j 2 \prec_j 1 \prec_j 3 \]  \tag{3}

**Rule 3.** If the query term is found in the main text and in the abstract, in order to get the document being more relevant to the query it is preferable that the same term is contained in the title rather than it is contained in the “keywords”. This rule can be expressed by the following preference relations on the set \( S \) of available realizations of criteria:

\[ s_1 \prec_S s_2 \]

\[ s_3 \prec_S s_2 \]

Here \( s_1, s_2, s_3 \) are the realizations of criteria for three documents from the training set.

**Step 3.** Inequalities (2) are translated into inequalities with indifference thresholds:

\[ -\delta_f < I(1,3) < 0; \quad -\delta_f < I(1,4) < 0; \quad \delta_f < I(3,4) < 0 \]

Here \( \delta_f \) - indifference threshold defined by an expert. This threshold is interpreted as the minimum significantly non-zero absolute value of interaction index.

Partial weak order (3) is translated into inequalities with Shapley indexes of the criteria:

\[ \Phi_{Sh}(4) - \Phi_{Sh}(5) \geq \delta_{Sh}; \quad \Phi_{Sh}(2) - \Phi_{Sh}(4) \geq \delta_{Sh}; \]

\[ \Phi_{Sh}(1) - \Phi_{Sh}(2) \geq \delta_{Sh}; \quad \Phi_{Sh}(3) - \Phi_{Sh}(2) \geq \delta_{Sh}; \]

\[ -\delta_{Sh} \leq \Phi_{Sh}(3) - \Phi_{Sh}(1) \leq \delta_{Sh} \]

Here \( \delta_{Sh} \) is the indifference threshold defined by an expert. Shapley indices are significantly distinguished if their absolute difference exceeds indifference threshold \( \delta_{Sh} \).

**Step 4.** Training examples and rules formed the restrictions imposed on the Choquet integral and its parameters during the identification process of fuzzy measures. Fuzzy measure was identified by the minimum variance method using specialized package Kappalab [7] by the above described optimization problem. An important question that arose in the identification process related to the need for expert’s assignment of indifference thresholds. These values were chosen on the basis of the document relevance scale: for the aggregation result indifference threshold was taken to be \( \delta^*_{i}=0.25 \). In addition, restrictions imposed on the indifference thresholds have been met (these thresholds can be set so that the fuzzy measure identification problem obviously does not have a solution), thus inequality proposed in [15] constraints the implementation of which allows to exclude such a situation.

Experiments for evaluating the accuracy of proposed method were performed on a statistically significant sample of 500 search queries containing the terms of training examples in various combinations.
Initially we calculated the documents’ relevance $score(q_k, d_k)$ to these search queries using the set of training examples $\Delta_k$, the empirical rules 1-3, and the method described above.

Then we calculated the relevance $score(q_k, d_k)$ on the basis of the machine learning method described in [1] and the set of training examples $\Delta_k$.

Finally, it was found that the accuracy of search results ranking when using 2nd order Choquet integral aggregation has improved by an average of 4.5% when compared to the weighted average aggregation operator. The ranking accuracy considered is the difference between the relevance assigned by an expert and document relevance prepared on the basis of weighted zone scoring aggregation with one of two aggregation operators considered in this paper.

VI. CONCLUSIONS

The paper considers the practical application of the fuzzy measure and the Choquet integral in the field of information retrieval.

Experimental results have shown that increasing the accuracy of documents’ relevance ranking can be achieved by using the Choquet integral as an aggregation operator for zone scores. The increase of accuracy of documents’ relevance ranking is about 4.5% compared to using the weighted average operator. Further, it is assumed to investigate the application of proposed method for determining the weights on the various collections of documents as well as to investigate the practical applicability of the Choquet integral and fuzzy measure in other tasks of information retrieval such as automatic error correction, automatic abstracting, and annotating of texts.
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